Many-faceted Rasch Analysis of
Student Peer Assessment

Trevor A. HOLSTER

WAL FREXER - ERCEEBLE DL B2
M76%  pp.69~86 WHI 20124E2 B



ML KPELRD - B RERLE
(LU B76Y 2012420 69~86H

Many-faceted Rasch Analysis of
Student Peer Assessment

Trevor A. HOLSTER

Abstract

Peer assessment of language performance is a potential catalyst for learning
by teaching, where peer raters improve their own proficiency by rating and men-
toring other students, but issues of rater performance must be addressed to
ensure that these benefits are achieved. Many-faceted Rasch measurement can
provide quality control of rater performance, as well as more traditional analysis of
item performance and interval level measures of proficiency, but the very large
quantities of data generated by peer assessment are a major practical limitation. A
peer assessment module was developed for the open-source MOARS audience
response system and used to gather data from 185 sets of ratings by both peers
and teachers. The system addressed the practicality of data collection and peer
ratings overall showed adequate agreement with teacher ratings for low stakes
classroom use, but the performance of individual raters was found to vary greatly,
supporting the importance of Rasch measurement to adjust for rater performance
and provide diagnostic analysis of rater performance.

Background

Standardized tests such as TOEFL (ETS, 2008) aim to measure proficiency
by isolating characteristics of tasks sampled from the relevant domain and then
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producing test items that incorporate the key characteristics of the real world
tasks (Chapelle, 2008). Such tests have great utility as they focus on stable traits
that can be tested cheaply using multiple choice tests. They can also provide sepa-
rate diagnostic scores for different traits, allowing students and teachers to iden-
tify strengths and weaknesses and tailor study accordingly. However, many testing
experts also support performance tests, which integrate multiple skills into a
single overall performance. For example, writing an essay requires integration of
things such as vocabulary, grammar, rhetorical structure, and content knowledge
into a single piece of work. A well documented difficulty with performance assess-
ments is the need for human raters, requiring monitoring of rater performance.
McNamara (1996) and Weigle (1994) provided seminal accounts of the use of
many-faceted Rasch measurement (MFRM) (Linacre, 1994) to check that raters
are behaving consistently and adjust for differences in rater severity.

While performance tests can be used to give summative scores, such as
assigning a course grade, they are also argued to have formative benefits, aiming
to guide study behavior or teaching (Hughes, 2003). One major benefit of Rasch
models over classical test theory (CTT) is the provision of fit statistics that show
whether students’ performances are consistent with the overall group (Bond &
Fox, 2007). Analysis of misfitting students can help teachers identify students
who need remedial study, and Engelhard (2009) extended this to show how MFRM
can be used to check that students with disabilities are not disadvantaged in tests.

As well as using teacher ratings from performance assessment to give forma-
tive feedback to students, peer assessment and self assessment are potentially
valuable resources for both learning and assessment, and peer assessment using
MFRM has been used in Japanese high schools and universities (Fukuzawa, 2010;
Negishi, 2010; Saito, 2008). Topping (2005) discusses “learning by teaching”,
where students evaluate other students’ performances and then give feedback and
provide coaching, forcing the peer coaches to think more deeply about what a good
performance is and how to communicate this to others. However, large scale peer
assessment, regardless of whether it is intended for summative or formative pur-
poses, requires very clear objectives so that all teachers and students understand
what is expected. This is then operationalized as a scoring rubric and Rasch fit
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statistics allow detailed diagnosis of problems in interpreting this. Misfitting
raters may be misunderstanding the rubric or employing it idiosyncratically,
casting doubt on misfitting peer raters’ ability to benefit from learning by teaching.
Thus, MFRM allows measurement and diagnosis of students’ performances of the
task itself, and also of their understanding of the performances of others.

Instrument and Data Collection

A difficulty with peer assessment is data collection, so a peer assessment
module was written for the open source MOARS audience response system
(Pellowe, 2002, 2010). This allows students to rate peers using an internet
browser with an interface simple enough to be displayed as a web page on a mobile
phone. Teachers can export formatted data ready for MFRM analysis, making it
practical for classroom teachers to quickly analyze peer assessment results
(Holster & Pellowe, 2011). A school wide trial of the MOARS peer assessment
module was carried out in the first semester of 2011 in presentation skills classes,
so a simple rubric was developed for use by both teachers and peer raters. Of the
sixteen classes in the program, comprising 232 students, six were taught by
Japanese teachers of English (JTEs) and ten by non-Japanese teachers. Two of the
three Japanese teachers declined to try the peer assessment system, leaving a
sample of 172 students in 12 classes taught by one Japanese teacher and five non-
Japanese teachers.

The grading rubric used for the first presentation is shown in Appendix 1,
covering 12 items graded on a 4 point scale from “A” to “D”. This was adminis-
tered using the MOARS system to collect data for a 3 faceted Rasch analysis.
Classroom teachers are implicitly familiar with a 2 faceted measurement model,
where only items and persons are considered. Rasch analysis of such a dataset
models the probability of a successful response to an item as a function of the dif-
ference between the facet of person ability and the facet of item difficulty (Bond &
Fox, 2007). However, data from judged performances introduces raters who may
differ in severity, requiring the facet of rater severity to be included (Linacre, 1994;
McNamara, 1996). Thus, the probability of success can be modeled as:
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P=exp(B-D-R)/(1 +exp(B-D-R))
where P represents the probability of success, B represents person ability, D rep-
resents item difficulty, and R represents rater severity. Thus, the odds of success
increase with greater person ability, but decrease with greater item difficulty or
greater rater severity.

Following the pilot round of presentations, the rubric was simplified and
reduced to nine items for the second presentation, as shown in Table 1. Teachers
felt that “Confidence” was not well defined and was redundant, while the three
content items were extremely easy and contributed little to measurement.
Therefore, “Confidence” was removed entirely and the three content items were
collapsed into a single item called “Content”.

Because peer raters only rated performances by students within their own
class, it was necessary to link the resulting disjoint subsets of data. This was
achieved in the first presentation by making three training videos of teachers
making practice presentations, one being deliberately very poor, one mediocre,
and one good in order to gather data across the full range of the rubric. Students
rated these in class to familiarize them with the rubric and rating sheets and to
gather responses for linking. These linking videos allowed the severity of all
raters to be directly compared, allowing all class groups to be measured on a
common scale. Linking in presentation two was further improved by asking teach-
ers to rate video recordings of student presentations, thus allowing teacher raters

Table 1 Pilot versus Revised Rubric Items

Pilot Items " Revised Items
Non-verbal communication  Confidence -
Notes/Reading Using notes
Eyes Eye contact
Hands Gestures
Body Posture/movement
Voice Speed Speed
Volume Volume
Pausing Pausing
Intonation Intonation
Content Organization
Relevance ] Content
Completeness
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to be directly compared and peer raters to be linked through teachers.

Results

As the effectiveness of the rubric and teacher raters was a prerequisite for
any further analysis, these were evaluated first. The severity of the teacher raters
was measured using the complete dataset to provide anchoring values for subse-
quent analyses. Next, the performance of the teacher raters was analyzed in isola-
tion, The results of this are shown graphically in Figure 1, with student ability,
rater severity, and item difficulty mapped onto a common vertical logit scale on the
left, with the raw rating scale on the right. The logit scale gives equal interval
measurement, but it can be seen that the raw rating scale does not, with the inter-
val between a rating of 2 and 3 much greater than between 1 and 2. Following
standard Rasch measurement practice, mean item difficulty is set to an arbitrary
value of 0.00 logits, but it is apparent that most students have a very high probabil-
ity of success on all items, with “completeness”, “organization”, and “relevance”
extremely easy for this sample of students. It is also apparent that there was a
range of rater severity of more than 2.5 logits, an extremely large value. If a
student had a 50% chance of success on an item with a rater of middling severity,
they would have a 78% chance of success with the most lenient rater and a 22%
chance of success with the strictest rater. Thus, raw scores from teacher raters
are not interchangeable and adjustment for rater severity would be essential for
high stakes decisions.

It can also be seen that Rater 1 (the author) rated some performances three
times to compare intra-rater consistency, so is shown as Rater 1 for live ratings in
class, and Rater 1b and Rater 1c for subsequent ratings. This rater taught and
rated only relatively low proficiency groups, raising the question of whether raters
unconsciously adjusted their ratings to use the full range of the scale, resulting in
stricter ratings for higher proficiency groups and more lenient ratings for lower
proficiency groups. If such adjustments are consistent, Facefs can provide adjusted
measures of student ability, but if raters perform inconsistently, then measure-
ment will be degraded. Rasch fit statistics provide quality control of this, allowing
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Figure 1. Facets measurement rulers for teacher raters, Student ability, rater severity,
and item difficulty are mapped onto a shared measurement scale.
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identification of inconsistent rubric items, raters, and students. Table 2 shows the
measurement report for teacher raters, arranged by fit-to-the-model. Although
Rater 1 was somewhat lenient, with a measure of 0.63 logits versus the mean of
1.41 logits, his infit mean-squared and outfit mean-squared statistics, 1.06 and 1.01
respectively were close to the expected value of 1.00. These figures indicate 6%
more randomness for in-lying responses and 1% more randomness for outlying
responses, levels far too small to threaten measurement. Rater 6 was the least
consistent, with infit and outfit mean-squared statistics of 1.46 and 1.56 respec-
tively, a level still contributing to measurement but becoming affected by noise.
This rater is interpreting the rubric somewhat differently from the others, but
analysis of this rater’s responses in isolation found infit and outfit statistics of 1.01
and 0.98, respectively, indicating that the rater was self-consistent, and therefore
able to evaluate students effectively for course grades.

The next step in the analysis concerned the performance of the items. A key
assumption of Rasch models is that items measure a unidimensional trait, with
misfitting items an important indicator of whether this precondition for measure-
ment has been adequately met. Table 3 shows the measurement report for items,
with mean values of both infit and outfit of 0.97, indicating slightly more

Table 2 Teacher Raters Measurement Report for Presentation 1

Total Total Obs Fair-M Model Infit Oufit  Estim Corr Exact Agree. po
Score Count _Ave  Ave SE _MnSq_ ¥Std_MnSq ZStd  Disc PIEx Obs% Exp% " ¢F

728 367 20 178 195 009 146 56 156 58 040 57 74 464 457 Rater6
620 335 19 231A 063 010 106 07 101 00 103 a7 73 502 411 Raterl
757 3714 20 163A 232 009 095 -06 095 -05 1M 76 71 485 426 Raterh
612 396 15 187 174 009 089 -16 0% -13 107 63 71 643 515 Rater2
660 504 13 146A 278 003 084 -28 082 30 L6 T4 .71 368 380 Rater3
284 143 20 245 023 014 088 -14 080 -18 125 E-J 66 468 412 Rater1B
47 24 20 241 034 035 o082 06 076 -08 138 87 67 528 40.1 RaterIC
739 383 1.9 206 130 002 072 -44 071 43 135 78 67 505 445 Raterd

Measure P

5559 3158 1.8 199 L4l o3 095 06 054 08 74 Mean (Count: 8)
2384 1448 02 035 088 008 022 28 025 28 09 SD (Pop)
2548 1548 03 037 09 009 023 30 022 30 .10 SD (Sample)

Model, Pop: RMSE. 15 Adj(True) SD .87 Separation 5.70 Strata 7.93 Reliability (not inter-rater) 97
Model, Samp: RMSE.15 Adj(True) SI2 .93 Separation 6.10 Strata 8.47 Reliability (not inter-rater) 97
Model, Fixed (all same) chi-square: 517.7 df.: 7 significance (probability): .00

Model, Random (normal) chi-square: 6.8 d..: 6 significance (probabitity): .34

Inter-Rater agreement opportunities: 983

Exact agreements: 465 = 47.3% Expected: 412.2 = 41.9%
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predictable data than modeled. The least fitting item was “Completeness”, with
respectively 21% and 28% more randomness in in-lying and outlying responses,
comfortably within the requirements of effective measurement. “Body” was
extremely overfitting, meaning that this item was highly predictive of overall
results, and thus somewhat redundant, contributing less independent information
than other items. Overall, however, the data sufficiently approximates the Rasch
ideal of unidimensionality that the items are conducive to effective measurement.

Having established that teacher ratings provided an adequate measurement
framework, the peer rating data was returned to the analysis, with the teacher
raters anchored to maintain the previous measurement scale. Figure 2 compares
the item difficulty estimates for the teacher ratings and the complete data set, with
most items close to the linear trend line and 88% shared variance, suggesting that
overall the peer raters and teacher raters were interpreting items similarly.
However, item 6, “Speed”, diverges somewhat from the linear trend, with stu-
dents tending to assign higher ratings than teachers, suggesting that students may
find fluency-related language features difficult to rate.

Figure 3 compares the estimates of person ability from teacher ratings and

Table 3 Item Measurement Report

Total Tutal Obs Fair-M Model Infit Outfit
Score__Count _Ave Ave Mezsure

Nu Items

Estim, Carr
SE  MnSq 75 MnSq _ZStd Diserm PtMea PtExp

389 213 18 206 -014 011 08 -17 05 -L1 115 68 64 1Confidence
288 212 14 158 104 012 103 03 101 ol 097 83 62 2 Notes/reading
M 208 16 186 034 012 101 01 099 -0l 101 70 63 3Eyes
24 211 12 132 135 o012 12 21 L8 1.7 082 59 4 Hands
252 211 12 136 163 012 062 44 064 41 138 66 60  5Body
376 21 18 202 -004 011 089 -12 091 -0 110 63  6Speed
48 210 21 240 -105 012 Llo 10 L8 1.3 080 64 7Volume
34 209 15 171 072 012 076 -27 076 -27 126 67 .62 8 Pausing
288 209 14 156 103 042 080 -21 080 21 122 63 61  9intonation
505 21 24 265 -18 013 1o 04 102 02 098 63 .63 10 Organization
530 221 25 275 -229 04 106 06 088 -01 097 61 61 11 Relevance
461 210 22 246 -121 012 121 21 128 25 071 £2 64 12 Completeness
3706 2105 18 198 000 042 087 -05 097 -04 64 Mean (Count:12)
933 13 04 047 129 o001 0I8 19 017 18 03 SD (Pop.)
97.4 14 05 050 134 001 018 20 018 1.9 04 SD (Sample)

Model, Poputn: RMSE .12 Adj (True) SI? 1.28 Separation 10.68 Strata 14.57 Relizbility 99
Model, Sample: RMSE .12 Adj (Trve) SD 1.34 Separation 11.16 Strata 1521 Reliability .99
Mode), Fixed (all same) chi-square: 1276.3 d.£.: 11 significance (probability): .00

Model, Random (normal) chi-square: 10.9 d.£: 10 significance (probability): 36
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Figure 2 Comparison of item difficulty from teacher ratings and com-
bined teacher and peer ratings. The relative difficulty of most
items are similar, with the exception of item 6, “Speed”.
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Figure 3 Person ability estimates from teacher raters and combined
ratings by teachers and peer raters. Teacher ratings and peer
ratings follow a linear trendline with 69% shared variance.
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combined teacher and peer ratings. A very clear linear relationship is evident,
with a moderate to strong raw correlation of .83 giving 69% shared variance.
However, this correlation is attenuated by measurement error, with a reliability
coefficient of .86 reported for the teacher ratings and .97 for the combined ratings,
resulting in a disattenuated correlation of .91. Thus, for low stakes classroom
assessment purposes, the teacher ratings and combined ratings are interchange-
able, but the much greater number of observations available from the peer ratings
greatly reduces measurement error, hence the very high reliability coefficient for
the combined ratings.

Once it was established that peer assessment provides useful measurement
for classroom purposes and that the items were usefully unidimensional, the data
could be used to inform classroom instruction. Figure 1 mapped students, raters,
and items on a common scale of measurement, making it obvious that the non-
verbal communication items were posing the greatest difficulty for students, so
preparation for the second presentation focused on practicing these items. The
second presentation was graded in the same way as the first, using paper rating
sheets in class and data entry assigned as homework, but the rubric was revised
as previously shown in Table 1. In order to directly compare the first and second
presentations, the three content items from the first presentation were averaged
to give a single rating, while item 1, “Confidence”, was deleted. The resulting
longitudinal dataset adds a fourth facet, “Time”, with the probability of success
expected to increase in the second presentation. Figure 4 shows the resulting
measurement rulers for teacher ratings. The “Time” column compares the diffi-
culty of the first and second presentations. The first presentation was more diffi-
cult, meaning that higher ratings were assigned for the second presentation,
evidence that the presentation instruction was effective. The increase in ability
was 0.76 logits, meaning that a probability of success of 50% increased to 68%, a
substantively large improvement.

Table 4 shows the measurement report comparing the first and second pre-
sentations. The logit measures increased from -0.38 to 0.38, representing a mean
raw score increase from 1.6 to 1.9. After adjustment for raters, the fair-measure
average shows an increase in raw score from 1.87 to 2.17. The reliability
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coefficient of .99 indicates very high confidence that the reported increase was not
due to chance. The infit and outfit statistics are very close to the expected value
of 1.00, with the second presentation being slightly more consistent than the first.
These statistics indicate very good model-data fit, meaning that effective mea-
surement was possible.

While Table 4 clearly shows overall growth, this is an average figure, but
diagnostic uses require a more detailed analysis. Figure 5 shows how the relative
difficulty of individual items changed between the first and second presentations.
Although all items were relatively less difficult in the second presentation, the
non-verbal communication items that were targeted for practice showed much
larger improvements. This shows that students benefitted from instruction, pro-
viding compelling evidence of the value of MFRM for classrocom diagnosis.

Table 5 shows the measurement report for teacher raters for the longitudinal
data, with good overall model-data fit indicated by the infit and outfit mean-squared
figures of 0.99 and standard deviations of 0.16. Rater 1, the author, again rated the
second presentations three times, the first rating being of live presentations in
class, reported as “Rater 1", with subsequent ratings reported as “Rater 1D" and
“Rater 1E”. Again, Rater 6 shows the highest levels of misfit, but the respective
infit and outfit statistics of 1.29 and 1.31 are not substantively large enough to
harm measurement, so this rater is performing consistently enough that grades
between classes could be considered comparable, meaning that school wide
assessment is possible.

Table 6 summarizes the rater fit statistics for the combined teacher and peer
raters from the longitudinal dataset, and it is apparent that the peer raters are

Table 4 Time Measurement Report

Toal Tl Obs  FarM Model _inft Outhit  Estm._ C
Ave Measwe “op

01T
Scare_ Count__Ave MnSq_ #Std_ MnSq  25td Disrm PiMea PiExp  DM©
2964 1812 16 1.87 038 0.04 1.02 06 L0l 04 0.98 i 69 Presentation 1

3677 1890 19 217 -038 004 097 -09 100 00 .02 63 .66 Presentation 2

33205 18510 18 202 000 004 100 -01 L0l 03 £7 Mean
3565 390 02 015 038 000 002 08 001 02 04 SD (Pup)
5042 552 02 021 054 000 004 1.1 001 0.2 05 SD (Sample)

Model, Populn: RMSE .04 Adj (True) SD 38 Separation 9.50 Strata 13.01 Reliability .99
Model, Sample: RMSE 04 Adj (True) SD .53 Separation 13.48 Strata 18.31 Reliability 99
Model, Fixed (a1l same) chi-square: 1827 dJ.: | significance (probability): .00
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Figure 5 Interaction between items and time of presentation. The rela-
tive difficulties of items are shown for Presentation 1 and
Presentation 2, with the size of improvement on each item
shown by the vertical gap.

Table 5 Teacher Raters Measurement Report for Longitudinal Data
Totl Total Obs Fair-M Mode! Infit Outfit  Estim Corr

Exact Agree.
Score Count Ave  Ave M "Sp MnSq 75 MnSq _ZStd Discr PtMea PtExp Obs% Exp% Raters

1056 528 20 185 042 007 129 45 131 43 o062 59 68 489 472 Rateré
902 476 19 237 089 008 120 31 L6 24 080 65 522 431 Raterl
438 216 20 230 071 o1l LM 14 108 07 0% 61 563 453 RaterlE

137 514 20 174 069 008 093 -11 106 07 100 66 495 446 Rater5
186 107 17 232 076 016 099 00 095 -03 105 62 455 435 RaterlB
405 225 18 206 009 Ol1 098 -01 0% -04 107 62 554 450 Rater 1D
914 &9 14 156 L16 007 09 -07 095 -08 104 69 441 403 Rater3

31 18 L7 241 -101 039 093 -01 086 03 126 63 509 404 RaterlC

1028 5714 18 167 088 007 079 -39 080 -36 124 £7 437 429 Raterd
64 05 16 189 032 008 073 42 076 36 123 67 711 539 Rater2
664.1 3702 18 202 000 012 099 01 09 01 Mezn (Count: 10)
3595 2025 02 030 076 009 016 26 016 23 SD (Pop)

3789 2134 02 032 080 o010 017 27 017 24 SD (Sample)

Model, Pop: RMSE .16 Adj (True) SD .75 Separation 4.80 Strata 6.74 Reliability (not inter-rater) 96
Model, SampcRMSE .16 Adj (True) SD .79 Separation 507 Strata 7.10 Reliability (not inter-rater) .96
Model, Fixed (all same) chi-square: 637.3 d..:9 significance (probability): .00

Model, Random (normal) chi-square: 8.6 d.L.: 8 significance (probahility): 38

Inter-Rater agreement opportunities: 1667 Exact agreements: 849 = 50.9% Expected: 727.2 = 43,6%

ERekeeibnly
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performing much less consistently than the teacher raters. The respective mean
infit and outfit values of 1.17 and 1.31, and standard deviations of 0.32 and 0.49
indicate that many peer raters are highly misfitting, meaning that they are inter-
preting the rubric quite differently from teachers. .

Detailed diagnosis of problematic ratings is available from Facefs in the form
of a table of unexpected responses, a small sample of which is shown in Table 7.
Unexpected responses are calculated by comparing the observed score actually
assigned by a rater to a performance on an item by a student, with the statistically
predicted score, the difference between these being termed the “residual”. For
example, the first line in Table 7 shows that Rater 436 gave a score of 2 to Student
422 for item 9 in the second presentation, but the predicted score was 3.0. This
resulted in a score residual of -1.0 and a standardized residual of -9.0, meaning that
the difference is 9.0 standard deviations different from the expected result. Table
7 only shows the 20 most unexpected responses for brevity, but Facefs reports
standardized residuals greater than 3.0 by default, a setting that can be adjusted
according to the needs of the situation.

The table of unexpected responses is an invaluable resource for diagnostic
purposes as it allows teachers to identify and address specific difficulties by indi-
vidual students. Looking at Table 7, it is obvious that most difficulties arose from
item 9 “Content”, an item so problematic that all students would benefit from
explicit instruction on and practice of it. The largest raw residual in Table 7 is -2.0,
where Rater 523 rated Student 513 on item 6, “Volume". Examination of the com-
plete table of unexpected responses will reveal whether this was simply an iso-
lated problem, perhaps just a mistake in data entry, or part of a larger pattern of

Table 6 Combined Teacher and Peer Raters Summary Statistics

Fair-) Infit Outfit Point-Measure
512:; éno’ul:nlt A%le’g:e :::a::e Measure l\{s\‘u!‘}e : MnSq 2§14 MnSq  Zow  Correlation
563.7 2465 23 242 -1.13 0.13 117 15 3 20 44 Mean (Count: 185)
1732 87.2 03 0.30 095 004 032 29 049 28 .14 SD (Populaticn)
173.7 87.4 0.3 030 0.95 04 032 29 049 29 24 SD(Sample)

Mode!, Pop; RMSE .13 Adj (True) S} .94 Separation 7.07 Strata 9.76 Reliability (not inter-rater) .98

Model, Samp: RMSE .13 Adj (True) SD .94 Separation 7.09 Strata 9.79 Relizbility (not inter-rater) .98

Model, Fixed (all same) chi-square: 12640.1 d{.: 184 significance (probability): .00

Model, Random (rormal) chi-square: 180.2 d.f.: 183 significance (probability): .55

Inter-Rater agreement opportunities: 367148 Exact agreements: 171719 = 46.8% Expected: 171454.5 = 46.7%
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Table 7 Unexpected Responses
Observed  Expected Score  Standardized  Student Rater

Scare Score Residual  Residua)  Number  Number Time ltem

2 30 -1.0 -9.0 422 436 Presentation 2 9 Content
2 30 -10 -90 423 436 Presentation 2 9 Content
2 30 -10 -90 433 436 Presentation 2 6 Velume
1 30 -20 -9.0 513 523 Presentation 1 6 Volume
2 30 -10 9.0 519 525 Presentation 2 9 Centent
2 30 -1.0 -9.0 562 564 Presentaticn 2 9 Centent
2 30 -1.0 -9.0 563 561 Presentation 2 6 Volume
2 30 -10 -90 563 564 Presentation 2 9 Content
2 30 -0 -86 “s 451 Presentation 2 $ Speed

2 30 -10 -82 428 436 Presentation 2 9 Content
2 30 -1.0 -42 608 604 Presentation 2 9 Content
2 3.0 -1.0 -8.1 501 508 Presentation 2 9 Centent
2 30 -10 -8.1 504 506 Presentation 2 9 Content
2 30 -10 -8.0 501 497 Presentation 2 9 Centent
2 30 -10 -80 603 602 Presentation 2 9 Content
2 30 -1.0 -9 562 557 Presentation 2 9 Content
2 0 -10 -78 614 603 Presentation 2 9 Content
2 30 -10 -17 547 548 Presentaticn 2 9 Content
2 30 -1.0 2.7 571 560 Presentation 1 9 Content
2 3.0 -1.0 =76 571 566 Presentation 1 9 Content

difficulties by this rater. The rater can then be asked to re-rate problematic items
using video recorded performances in order to gain more practice or to diagnose
the cause of the problems. In such a manner, Facets analysis of peer assessment
can provide very fine-grained diagnostic feedback to guide classroom instruction.

Conclusions and Future Directions

The major objective of this preliminary investigation was to test the MOARS
peer assessment module under operational conditions to confirm that it could
provide a practical solution to peer assessment data collection. This objective was
met in full and encountered no significant problems, MOARS proving to be simple
to use and able to output data for immediate analysis.

Having established the practicality of peer assessment, a series of questions
needed to be resolved in order to demonstrate the validity of basing classroom
decisions on peer assessment. The first requirement was to investigate the per-
formance of the teacher raters, a prerequisite for any further analysis. Although
teachers varied in the severity of their ratings, as previous research has repeat-
edly reported, the data-model fit for raters was sufficiently good that all students
could be compared on a shared scale for low stakes purposes. However,
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data-model fit improved for the second presentation, supporting the importance of
rater training. Improved training videos and more extensive rater training need to
be addressed in future studies.

A second prerequisite for effective measurement was adequate item perfor-
mance. Data-model fit for items was found to sufficiently approximate the assump-
tions of the Rasch model that effective measurement was possible, and the relative
difficulties of items when rated by teachers and students were very similar, with
the exception of one item, “Speed”. This supports the argument that peer ratings
can provide useful information to inform low stakes classroom decisions. However,
the data-model fit of the peer raters was much worse than that of the teacher
raters, so, rather than viewing peer assessment as a tool for measuring proficiency,
it is better viewed as a diagnostic tool to identify problematic patterns of responses,
allowing raters with idiosyncratic interpretations of the rubric to be identified.

This demonstration that the requirements of effective measurement were
satisfied allowed proficiency growth to be measured, demonstrating the effective-
ness of instruction. Although performance on all rubric items showed substantive
improvement, the non-verbal communication items that were specifically targeted
for instruction showed substantively larger gains. This provides solid evidence of
the effectiveness of instruction and a compelling illustration of the value of MFRM
in program evaluation.

Although this proof-of-concept study achieved its objectives, considerable
work remains to be done to improve the practicality of MFRM as a classroom
diagnostic tool. Facels provides extremely detailed summaries of students, items,
and raters, but novice users are overwhelmed by the volume of information pro-
vided in the cutput tables, so simplified graphical summaries are an essential next
step. The current MOARS package provides simple graphical summaries of raw
score results, so future efforts will focus on providing analogous graphical sum-
maries of the diagnostic outputs from Facefs for use in the 2012 academic year.
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Appendix 1 Grading Rubric

Prosentation Roviews

Please watch other students making presentations. Rate each presentation fram “A” ta “D" on the

following points by marking the bubbles on the grading shest.

i FAEDRRLE L THEL LEF. UTONRBEBLSHIL T HE- IO ADERY HDELTTFSLY
“A"= Excelleni performance. (#EG LW,)

“B*= Good performance, but could be improved. (B\ 45 HBIHE LM LHB,)

*C"= Weak performance, should be improved. (RWEIFEX AV, G LAENALW)

*D"= Very weak performance, must be improved. (3 € 24V, ¥~ i)

1. Non-verbal Communication(# &8 I azh-37)

¢ Confidence. Does the presenter look relaxed and confident?
BB AL T HEEL2TRELTVILICRAE T,

* Notes/Reading. Does the presenter use notes to remember key points without just reading
continuously?
FRIBALET: HVTHD L2 THREATIOTIR L LER I EOHZ BV AERIC
A TWET,,

o Eyes. Does the presenter look al the audience regularty?
T2 EEAMICNE FONERRBOBRTE TV ET A,

o Hands. Doas the presenter use their hands naturally?
FOMENRLFOGHE T 2P -BEXTWETD,

« Bedy. Does the presenter move naturally, not frozen (ke a statue, but not moving too much?
FEORX MR L I Iz il oz ) HEBER VU ARLEHE T,

2. Voice(})
o Speed. Does the presenter speak at a natural speed that is easy to understand?
AR LR AR - THE T E T,
+ Volume. Dces the presenter speak loudly enough to listen to easily?
HORE SHERLTVHOKESTHEETVET),
« Pausing. Doas the presenter pause naturally when lhey speak?
MOBRYFELLNGHRALREZHT—BHWEY SV lIBBR TV ET M,
« Intonation. Does the presenter vary their intonation naturally?
W =73 RIBICIRIE L LIF ) (WEL2L ZAZHSEoR D R YDAy R LTV ETD,

3. Contents and Organization(E & tRR)
« Organization. Is the information organized in a logical way that is easy to understand?
MR RONEN, HD LT BOilio B2 > TV ET D,
* Relevanco. Is the information relevent to the presenter's key poinis?
BATIE: B RAT O FV A I L FRANC I LA T Tk,
s Completoness. Is there encugh information to completely understand the presenter's key points?
EAERRHFOFTEVZ LA RCEDLIDI DR ROFELEFTENCETH,
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